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There is increasing demand for evaluation work funded by public agencies to become more focused on demonstrating effectiveness. Focusing evaluation on outcomes and effectiveness meets the information needs of strategic planners and policy makers, but other stakeholders involved in managing, delivering or using public services and programmes may use other assessment criteria, such as improving the quality of programmes or programme design. The necessity and value of these other criteria are in danger of being obscured. Acknowledging the legitimacy of the range of stakeholder perspectives, this article presents a framework for evaluation that has been developed over a number of years within the context of evaluating health promotion programmes as part of the work of a national health promotion agency. It argues for an approach to evaluation which recognizes the contributions of theory and quality as well as effectiveness in programme development. The Health Education Board for Scotland (HEBS) framework for evaluation – and the analysis that informed it – demonstrates that there are many stages and forms of evaluation which contribute to the development of effective interventions. While outcome evaluations and effectiveness reviews tend to be the prized evaluation products for those concerned with policy and strategic planning, these forms of evaluation are just ‘the tip of the iceberg’ of what is required to build a sound evidence base, bringing together the full range of evaluation needs from the perspectives of all the different stakeholder groups.
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Introduction

There is increasing demand for evaluation work funded by public agencies to become more focused on demonstrating effectiveness. This stems from both the move to make performance measurement within the public sector more outcome-oriented as well as the move to make policy making and practice more rational and 'evidence-based'.

The Cabinet Office White Paper Modernizing Government (Cabinet Office, 1999) clearly sets out the new drive towards improving the quality, efficiency and effectiveness of public services. In part, this entails an intensification of performance monitoring and evaluation, 'shifting the focus decisively from inputs to the outcomes that matter' (chapter 4, para. 6). A shift in emphasis towards demonstrating effectiveness and outcome-oriented evaluations is echoed in the new performance measurement and reporting procedures outlined for publicly funded agencies (National Audit Office, 2000). The new NAO report suggests that good practice in performance reporting involves a more comprehensive view of performance, including reporting the outcomes of activities and the information needs of stakeholders.

This emphasis on outcome-oriented evaluation and producing evidence of effectiveness is also apparent in the move to ensure that practice and decision making are 'evidence-based'. For example, within the health sector, enthusiasm for evidence-based medicine has spilled beyond the boundaries of clinical practice to incorporate health interventions in the community, which are concerned with improving population health and reducing inequalities in health. The aim of evidence-based medicine (and associated initiatives such as the Cochrane Collaboration) is to improve 'the conscientious, explicit, and judicious use of current best evidence' in planning and decision making about patient care (Sackett et al., 1996). The systematic review process is used to provide reliable and rigorous evaluations of the effectiveness of different treatments. Criteria for the inclusion of studies usually use randomized controlled trials as the gold standard for judging whether a treatment is effective. These clinically oriented criteria and methods have been directly transferred to the development of evidence-based practice in health promotion. In seeking to tackle the root causes of ill health and reduce inequalities in health outcomes, health promotion interventions adopt a 'whole systems approach', where cross-sectoral partnerships and high levels of community and user involvement are essential characteristics. What should count as evidence of effectiveness when it comes to such complex health interventions is a highly contested issue and has provided fuel for ongoing debates between positivists and constructivists concerning appropriate evaluation methodologies (Black, 1996; Tones, 1996; Speller et al., 1997, 1998a; Oakley, 1998a, 1998b; Platt, 1998; Nutbeam, 1999a, 1999b). This debate has now extended to include discussions about the role of quality assurance in the development of effective health improvement strategies (Speller, 1998; Davies and Macdonald, 1998). In addition, within the wider evaluation community, new theory-based approaches to evaluation have added a further dimension to the debate, emphasizing the importance of understanding the processes and mechanisms of change within programmes as
well as the outcomes desired and achieved (Chen, 1990; Connell et al., 1995; Pawson and Tilley, 1997).

Focusing evaluation on outcomes and effectiveness meets the information needs of strategic planners and policy makers, an important and powerful stakeholder group. Those stakeholders involved in other parts of the implementation chain – managing, delivering or using public services and programmes – may use other assessment criteria, such as improving the quality of programmes or programme design. The necessity and value of these other criteria are in danger of being obscured.

Involving stakeholders in the evaluation process is already recognized as good practice in evaluation at the level of individual projects or programmes (Quinn Patton, 1982), and tools for designing evaluations to address the diverse agendas of different stakeholders have been developed (Beywl and Potter, 1998). However, inter-sectoral collaboration on evaluation is not yet a feature at the national level in the UK. In the current policy environment, the need for greater orchestration of evaluation work and approaches across sectors is particularly acute given: (a) the multiple and overlapping policy initiatives which all require several levels of evaluation (strategic/national, programme and project levels); and (b) the emphasis on partnership funded initiatives and inter-agency collaboration. To avoid the situation where local partnership funded projects need to produce multiple monitoring and evaluation reports for multiple funders, it should be possible to develop a single comprehensive evaluation plan to serve all funders. Uncoordinated monitoring, evaluation and consultation work becomes a burden not only for local projects, but also for those targeted socially excluded groups and communities that are already showing signs of research fatigue.

Acknowledging the legitimacy of the range of stakeholder perspectives on what is valued and needed from evaluation, in this article we present a framework for evaluation that has been developed over a number of years within the context of evaluating health promotion programmes as part of the work of a national health promotion agency, the Health Education Board for Scotland (HEBS, 1999). We argue for an approach to evaluation which recognizes the contributions of theory and quality as well as effectiveness in programme development. The HEBS framework for evaluation is presented in the final section of the article.

**What Sorts of Evaluations are Needed and Valued?**

According to Weiss (1999), the overall aim of evaluation is to assist people and organizations to improve their plans, policies and practices on behalf of citizens. While it is relatively easy to build consensus around evaluation for learning and improvement, there are important differences, in perspective and in emphasis, among stakeholder groups around what forms of evaluation are needed and valued. This can be illustrated with reference to the field of health promotion (IUHPE, 1999: 3; Watson and Platt, 2000; Wimbush, 1999).
**Policy Makers and Strategic Planners**

Policy makers and strategic planners need to be able to judge the effectiveness, or likely effectiveness, of health promotion programmes in order to make decisions about the most efficient and effective deployment of public resources, decisions for which they are accountable to elected representatives and citizens. The sorts of questions they need answered are 'what works?' or 'what are the best buys?' Systematic reviews of effectiveness are intended to provide answers to such questions but tend to draw only on evidence from experimental and quasi-experimental research designs. They also require economic evaluations of health promotion interventions which look at the relationship between inputs/investments and short-term health gains.

**Programme Managers**

Programme managers who are budget holders responsible for the delivery of health promotion programmes and local health strategies in 'real-life' circumstances need evaluations which provide feedback on the success of a range of different projects and initiatives and the extent to which they contribute to the achievement of local strategies. Here success is most likely to be assessed in terms of achieving defined objectives, reaching the targeted populations and the extent to which the local partnerships are sustainable.

**Practitioners**

Practitioners who are responsible for the operation and running of community health projects and services, often involving local partnership funding, find evaluations most useful when they engage with the practicalities of the implementation process, and provide feedback from people and other agencies involved in collaborative action. Evaluations which play a developmental or formative role, identifying areas for change or improvement, are particularly valued. However, those working in local projects often perceive funders' requirements for monitoring and evaluation as a 'top down' demand and struggle to cope with the multiple, duplicative and sometimes contradictory evaluation requirements of different funding bodies.

**Community Groups/Users**

The population likely to benefit from the service or programme (e.g. clients, users, the community) will be concerned with the quality of service provision, the extent to which it is relevant to their perceived needs, and the extent to which its operation is participatory or consultative. They are most likely to value evaluations which provide an avenue for feedback and involvement, address quality issues and assess community/user concerns and satisfaction. Whether an initiative delivers tangible benefits for the community is a form of effectiveness evaluation that is likely to be valued by local people, whether or not they form part of the target population.

**Professional Evaluators**

Professional evaluators (including academic researchers) tend to engage with evaluation as a knowledge-building exercise, seeking to improve knowledge and
understanding of the relationship between an intervention and its effects. They are also concerned to maintain quality standards for research, in particular with regard to research design, methodological rigour, reliability and validity. However, evaluators employed within health promotion practice settings are often frustrated by being expected to ‘evaluate everything’ on a small budget and not having the resources to conduct what they regard as ‘quality’ research. Academic researchers are often highly critical of the quality of evaluation research carried out in practice settings, but are sometimes all too ready themselves to conduct resource-intensive evaluations of effectiveness with little attention to assuring the quality of the intervention being tested. This situation contributes to findings from large-scale evaluations which demonstrate the failure of community health interventions (e.g. Stanford, Pawtucket, Minnesota, Heartbeat Wales), the failure being attributed to the quality of programme implementation and delivery.

Inevitably, there is likely to be some overlap between the interests of the different stakeholder groups. In advocating the need for evaluation evidence that is relevant to their own particular priorities, the different stakeholder groups can disregard the necessity and contributions of other forms of evaluation. This suggests a need for more ‘joined-up’ thinking and partnership working on evaluation across the different stakeholder groups – policy makers and strategic planners, programme managers and practitioners, user/consumer groups – as well as those commissioning and doing evaluation work.

Building a Common Framework for Evaluation

In addition to the principle of involving key stakeholders in the evaluation process, the above stakeholder analysis suggests that a common framework for evaluation should also address information needs around effectiveness, quality and the implementation process.

Accountability and Effectiveness

The link between evaluation and public accountability is as strong as ever, bringing an imperative for evaluations to address effectiveness so as to demonstrate both the intended and unintended consequences of policy initiatives and programmes. The requirement to focus on effectiveness has brought a spate of initiatives concerned with developing indicators. For example, in the US a community indicators movement has arisen as local government, businesses, and community leaders form partnerships for improving community life. Sets of community indicators which encompass a community’s economic, environmental and social well-being are tracked over time, as a way of evaluating what progress and changes have occurred in the community in relation to such agendas as sustainability, healthy communities or quality of life (see http://www.rprogress.org/program/cip/cip_main.html). However, while the tracking of indicators of desired outcomes is necessary, they are not sufficient in themselves. Outcomes indicators need to be located within a model or framework which allows the linking of the actions planned to the desired outcomes over time (Ralls and Thomson, 2000).
Having a clear model for outcomes helps to shape the expectations of stakeholders about what a programme can be reasonably expected to achieve over a defined time period.

In the field of health promotion, the modelling of outcomes from health promotion actions for evaluation purposes has been tackled mainly by two writers – Keith Tones in the UK (Macdonald et al., 1996; Tones, 1998) and Don Nutbeam in Australia (Nutbeam, 1996, 1998; IUHPE, 1999: 6).

For Tones, the relationship between the initial inputs and eventual outcomes of a health promotion initiative is considered in terms of a chain of complex and interacting interventions that occur over time, sometimes quite extensive periods of time. This is referred to as a ‘proximal-distal’ chain of effects. The greater the number of links in this proximal-distal chain, the greater the effort which will be needed to attain the ultimate goal and the less likely it is that success will be achieved. Given the complexities of many health promotion programmes and the distribution of effects over often quite lengthy periods of time, Tones argues that three types of indicators are needed:

- indirect indicators (Time 1) which indicate changes that are a direct result of a health promotion intervention;
- intermediate indicators (Time 2) which indicate changes that are intended to follow on from a health promotion intervention;
- outcome indicators (Time 3, Time 4, Time 5) which indicate more distant changes in health behaviours, service use and health status.

Don Nutbeam provides a framework for defining the outcomes associated with health promotion activity. Three broad areas of health promotion action are defined (education, social mobilization and advocacy) which are linked in a dynamic relationship to a hierarchy of outcomes: the immediate health promotion outcomes (programme impact measures); intermediate health outcomes (modifiable determinants of health); and the desired long-term health and social outcomes (reductions in morbidity, avoidable mortality and disability, improved quality of life, functional independence and equity).

Implicit in both these models is the notion that changes unfold over time and that outcomes need to be differentiated on the basis of a time dimension. These models also both emphasize that health promotion programmes often involve a diverse range of actions aimed at different levels: for example, educational forms of action that seek change at the level of the individual; community development projects whose efforts are concerned with community empowerment and improving the quality of community life; advocacy approaches that may seek changes in environments or legislative reform. Such diversity in the range of possible actions and in the outcomes sought can make the link between health promotion actions and eventual health outcomes complex and difficult to track. This is particularly the case where there are multiple level actions and where the time lapse between health promotion actions and outcomes is extensive.

However, neither of the above models takes into account the ‘capacity-building’ role of health promotion and its related outcomes. Hawe et al. (1997) argue that in addition to assessing and measuring the health gain related outcomes of
Health promotion programmes, we need to assess the value and outcomes of the less visible capacity building process.

Health promotion programs should be thought of as an investment, the benefits of which are not represented in full by the health outcomes delivered from programs immediately on the completion of the funding period. An indication of how good an investment might be in the longer term comes from the capacity building indicators. To assess the value of a health promotion program in terms only of the ‘amount’ of health gain seemingly delivered would be like using a ruler to measure a sphere. Capacity-building alongside, or as a prelude to, program development, implementation, evaluation and maintenance represents a ‘value-added’ dimension to health outcomes. (Hawe et al., 1997: 38)

This raises one of the core tensions for evaluation between assessing effectiveness and demonstrating the achievement of results (e.g. improving health-related outcomes), and understanding the mechanisms and processes whereby such results were achieved, including for example the additionality that might stem from the greater capacity of a community or organization to take action to address health issues in the future.

In the field of health promotion research, this tension is manifest in a long-established debate between those who subscribe to a classical experimental paradigm and seek to measure the size of outcomes and those who seek to explain outcome patterns by accommodating qualitative and contextual data in their evaluations. These debates show signs of moving beyond the simple dichotomies drawn between qualitative and quantitative methodologies and between the virtues of process versus outcomes evaluation towards a more sophisticated, pluralistic approach to the evaluation of health promotion interventions (IUHPE, 1999; Davies and Macdonald, 1998; Scott and Weston, 1998; Watson and Platt, 2000). Examples of randomized control trials of health promotion interventions which incorporate a detailed exploration of process are: the evaluation of SHARE, a teacher-led sex education programme in secondary schools in Scotland (Wight, 1997); and the evaluation of PRISM, an integrated primary care and community development intervention for mothers of new babies in Australia (Lumley, 1997).

Programme Theory - Reconciling Processes and Outcomes

Understanding the process of implementation and the mechanisms by which certain outcomes will be achieved is the point at which evaluation enters the domain of programme ‘theory’ (Chen, 1990). Evaluators often start out by clarifying a programme’s aims, objectives and the desired outcomes, but theory-based approaches suggest that evaluators also go on to elicit the key assumptions and linkages underlying how a programme has been designed, i.e. understanding the ‘logic’ of how the programme is supposed to operate to achieve the desired outcomes. There are two main theory-based evaluation approaches which have become influential - ‘theories of change’ (Connell et al., 1995) and ‘realistic evaluation’ (Pawson and Tilley, 1997).

The US Round Table on Comprehensive Community Initiatives for Children and Young People developed a theory-based approach to the evaluation of
comprehensive community initiatives which is referred to as the Theories of Change approach (Connell et al., 1995). Weiss (1995) suggests that all programmes have explicit or implicit ‘theories of change’ about how and why a programme will work, that influence decisions around programme design. Once these theories of change have been made explicit, they can drive the development of an evaluation plan that tests whether the programme’s theory holds up when the programme is implemented. Connell and Kubisch (1996) describe the Theory of Change approach as the articulation and testing of a programme’s desired outcomes, and the timescale for these to be achieved, together with the processes whereby these will be arrived at, making adjustments to methods and goals along the way. It is thus an approach to evaluation which is seen as reconciling processes and outcomes (Hughes and Traynor, 2000). In the UK it is an approach that has been applied, with encouraging early results, to partnership-based community initiatives that are seeking to improve health (among other things). Examples include the evaluation of Health Action Zones in England (Bauld and Judge, 1998; Judge et al., 1999) and the evaluation of an Anti-Poverty Strategy implemented in eight localities using community development approaches (Hughes and Traynor, 2000).

Another form of theory-based evaluation is Realistic Evaluation (Pawson and Tilley, 1997). Programme theories are framed in terms of propositions about the ‘Context + Mechanism = Outcomes’ configuration of a programme, i.e. how Mechanisms are fired in certain Contexts to produce certain Outcomes. The theories underlying a programme’s design are generated through a detailed analysis of the programme in order to identify what it is about the measure which might produce change, which individuals, sub-groups and locations might benefit most readily and what social and cultural resources are necessary to sustain the changes. The evaluation then tests these hypotheses about the programme. This approach to theory-based evaluation has been widely taken up, including a series of evaluations of initiatives within health and social services carried out by the Centre for Evaluation Studies at the University of Huddersfield (Kazi and May, 1999).

Quality Assurance – Improving Chances of Effectiveness
A further tension that exists between the stakeholder interests of researchers and practitioners relates to the lack of attention given by researchers to the quality of the programme, service or organization which is to be evaluated. As part of the Modernizing Government agenda, the development of quality assurance in the public sector is being given high priority at present. In terms of evaluation, quality assurance is relevant in the sense that it supports the development of a systematic and reflective approach to improving practice and performance. It is also a critical component of process evaluation since in trying to understand and explain outcome patterns, it is important to be able to distinguish between the effects of the intervention itself and the quality of the delivery.

In health promotion, it has been argued that successful outcomes are unlikely to be delivered without attention to the quality of the intervention (Speller, 1998; Speller et al., 1998b), where quality covers the principles of participation and
partnership as well as the processes of programme planning, design and delivery. Speller suggests that quality assurance is a process that is not separate from, but complementary to, the evaluation of health promotion programmes:

Quality assurance and effectiveness research in health promotion are not separate endeavours, but are interwoven in an ideal process of intervention testing and delivery. Health promotion practitioners have a central part to play in the design of interventions for testing, in particular to ensure that issues relating to consumer perceptions of quality have been considered which will maximise acceptability and professional views are built in, primarily to ensure that implementation is feasible. (Speller, 1998: 88)

Quality assurance requires having systems in place to define desirable and achievable standards of practice or performance, monitoring and regularly reviewing current practice/performance to check if standards are being reached, and taking action to enable standards to be achieved (Evans et al., 1994). This cyclic process of monitoring and reviewing agreed standards is thought to optimize the likelihood of efficiency and effectiveness.

Stages of Programme Development
Implicit in the above is that evaluation (in which monitoring, review and other quality assurance processes are included) contributes to the development and design of programmes. The relationship between programme and evaluation can be further elaborated by thinking about the role and focus of evaluation at different stages in the development of a programme or project. A lifecycle framework and a cybernetic or feedback model are two examples of frameworks used to help people think about the relationship between programme and evaluation (EDRU, 1992).

In health promotion, a number of planning models have been devised to assist practitioners in the planning, development and delivery of health promotion programmes:

- Australia – The Health Workers Guide (Hawe et al., 1990);
- The US – The Five Stage Community Organization Model (Bracht and Kingsbury, 1990);
- Canada – The PRECEDE-PROCEED Planning Framework For Health Promotion (Green and Kreuter, 1991);
- Australia – The Staged Approach To Health Promotion (Sanson-Fisher and Campbell, 1994);

All the above models identify a series of phases or stages, which are sometimes further sub-divided into steps. While each have their distinctive features, they also share a common understanding of the key stages involved (see Box 1).

Each of the above stages is paralleled by a different evaluation focus and set of evaluation questions (see Table 1). This illustrates how the issues of theory, quality and effectiveness can be appropriately addressed at different stages in the development and implementation of a programme. Assessing effectiveness too early in the life of a project will be wasted effort since outcomes are unlikely to
be realized until a project is fully operational. Equally if outcomes are assessed towards the end of a project without appropriate quality assurance or process evaluation, the results are likely to be unhelpful in guiding future action because what generated the observed outcomes will remain unknown. The theory underlying how a programme was intended to work at a pilot stage can be tested during implementation and adjusted. If a successful programme is transferred to another population and setting and replicates similar outcomes, this will strengthen the generalizability of its theory of change.

**HEBS Evaluation Framework for Health Promotion**

The evaluation framework developed by HEBS (HEBS, 1999) uses the key stages of programme development as the basis for differentiating between the types of evaluation used and useful in health promotion practice. The HEBS framework identifies the different purposes of evaluation and the associated evaluation questions that are characteristic of each of these stages, acknowledging the importance of assessing effectiveness, as well as assuring quality and making explicit the mechanisms of change implicit in a programme’s theory. The different types of evaluation identified in the HEBS framework are outlined briefly below and the full framework is given in Table 2.

**Planning Stage:** **Systematic Reviews of Effectiveness**

In the planning stage, once a health-related problem and the population group at risk have been identified, a second phase in the needs assessment process involves an option appraisal process which takes into account:

(a) learning from other evaluation research about the most effective ways of addressing the problem with a particular group and/or within a particular setting (systematic reviews of effectiveness);

(b) how the health-related need/problem is currently addressed by current policies and service provision (review of current provision/policy);
<table>
<thead>
<tr>
<th>Stage</th>
<th>Evaluation focus</th>
<th>Evaluation questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Learning from other evaluations of effectiveness;</td>
<td>W hat are likely to be the best/most effective ways of addressing a particular need or</td>
</tr>
<tr>
<td></td>
<td>option appraisal.</td>
<td>problem with a particular group/setting?</td>
</tr>
<tr>
<td>Design and pilot</td>
<td>Feasibility of proposed approach; ‘theory of change’.</td>
<td>Is the proposed programme feasible and acceptable?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W hat outcomes can be realistically achieved in what time period?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How and why will/does it work?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How should the programme be adapted to maximize effectiveness?</td>
</tr>
<tr>
<td>Implementation</td>
<td>Delivery and quality assurance; monitoring and review</td>
<td>Are we on track?</td>
</tr>
<tr>
<td></td>
<td>systems; baselines.</td>
<td>Are there any problems that need to be addressed?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W hat action needs to be taken to improve practice or performance?</td>
</tr>
<tr>
<td>Implementation</td>
<td>Implementation process; reach; programme impacts/results.</td>
<td>How is the project working? Is it being implemented as intended?</td>
</tr>
<tr>
<td>• Early start-up</td>
<td></td>
<td>To what extent is the target population being reached?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>To what extent are programme objectives/impacts being achieved?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>At what cost?</td>
</tr>
<tr>
<td>• Establishment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implementation</td>
<td>Intermediate outcomes/ effectiveness.</td>
<td>To what extent were intermediate outcomes achieved?</td>
</tr>
<tr>
<td>• Fully operational</td>
<td></td>
<td>How were these achieved? In which groups/settings are the greatest benefits shown?</td>
</tr>
<tr>
<td>Dissemination</td>
<td>Replicability of outcomes; generalizability of theory.</td>
<td>Can the programme be transferred to another setting or population and achieve the same</td>
</tr>
<tr>
<td></td>
<td></td>
<td>outcomes?</td>
</tr>
</tbody>
</table>
Table 2. HEBS Evaluation Framework

<table>
<thead>
<tr>
<th>Stage of project development</th>
<th>Type of evaluation</th>
<th>Purpose of evaluation</th>
<th>Research questions</th>
<th>Application</th>
<th>Whose responsibility and what resources are required?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Systematic reviews of effectiveness.</td>
<td>Overview of evidence of effectiveness from outcome evaluations around a specific topic, setting.</td>
<td>What are effective ways of addressing a particular need or problem? What makes a difference?</td>
<td>All (where possible).</td>
<td>International collaborations, government departments and national agencies.</td>
</tr>
<tr>
<td>Design and pilot</td>
<td>Developmental evaluation.</td>
<td>To assess the feasibility, practicability and acceptability of the new project and its processes/mechanisms and to test the potential effectiveness of a new approach.</td>
<td>Is it feasible and practicable?</td>
<td>Projects in design or pilot stage which are testing new or innovative approaches.</td>
<td>Funders/sponsors of local programmes.</td>
</tr>
<tr>
<td>Implementation - early start up</td>
<td>Monitoring and review (for evaluation and quality assurance).</td>
<td>To monitor and review progress in achieving agreed milestones and agreed quality standards in order to improve quality and efficiency.</td>
<td>What have we achieved so far? How could we improve?</td>
<td>All.</td>
<td>Project managers. Cost of training in project management and quality assurance which should include review and monitoring procedures.</td>
</tr>
</tbody>
</table>
Table 2. Continued

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>- establishment</td>
<td>To assess the short-term effectiveness of a project in terms of its reach and immediate impacts. If data on costs are available, simple economic evaluation measures can be produced.</td>
<td>To assess the longer-term effectiveness of a project using intermediate outcome measures. If data on costs are available, more complex economic evaluation measures can be produced.</td>
<td>To assess the replicability of a project’s mechanisms/processes and outcomes.</td>
</tr>
<tr>
<td></td>
<td>How is the project working? Is it being implemented as intended? To what extent is the target population being reached? To what extent are objectives/goals being achieved? What impacts have been achieved? At what cost?</td>
<td>To what extent were intermediate outcomes achieved? How were these achieved? In which group/settings are the greatest benefits shown?</td>
<td>Can the project be transferred to another setting or population and achieve the same outcomes?</td>
</tr>
<tr>
<td>- fully operational</td>
<td>All large projects (total budget £100k+).</td>
<td>Projects where short-term effectiveness has been assessed positively</td>
<td>All large projects that have proved effective in one setting population.</td>
</tr>
<tr>
<td></td>
<td>Funders/sponsors of local programmes. Funding for evaluation should be proportional to project costs. Guidelines suggest approx. 10–15% of total project costs.</td>
<td>Source of funding is often research council grants, trust funds, or government departments. Applications are led by academic researchers with evaluation expertise, but developed in collaboration with programme team.</td>
<td>Local agencies who want to apply approach locally. Government agencies wanting to disseminate effective practice.</td>
</tr>
</tbody>
</table>
Evaluation 6(3)

(c) what professional ‘experts’ regard as the best ways of addressing these needs/problems (consultation interviews or seminar).

The most recent review of effectiveness in health promotion (Peersman et al., 1999) found over 450 systematic reviews had been conducted, covering some areas more extensively than others. According to Morgan (1997), the two main themes to have emerged from these reviews to date are: first, the shortage of evaluation studies of sufficient quality to be eligible for inclusion; and second, their inability to draw positive conclusions which advance practice. However, the criteria used to select evaluation studies for inclusion in these ‘effectiveness reviews’ have been the focus of heated debate (HEA, 1997), in particular the transfer of the clinically defined standards of research quality to other, non-clinical areas (Speller et al., 1997). The expectation that there might be universal solutions to an identified problem (e.g. teenage pregnancies) has been challenged by the advocates of realistic evaluation who argue that the question posed should not be simply ‘what works?’, but ‘what works, for whom, in what circumstances?’ (Pawson and Tilley, 1997).

Design and Pilot Stage: Developmental Evaluation

The effectiveness of interventions is increased if an initial pilot stage is undertaken before the proposed programme is fully implemented. A programme plan can be designed which is based on the initial assessment of need and appraisal of what is likely to be the most effective or ‘best’ intervention, given the evidence and resources available, and what can be achieved within a particular setting and set of partner agencies. Against this backdrop, the design stage involves defining the long-term goal of the programme, setting programme objectives, defining the range of activities required to meet these objectives, identifying staffing and training requirements, setting up administration, publicity and monitoring procedures.

Developmental evaluation is an essential part of this design stage. Formative evaluation is likely to be the most appropriate approach since the prime purpose of the evaluation is developmental and the process is iterative, providing continuing feedback from key stakeholders and the target group/project users in order to adjust, refine and optimize the programme’s focus, design and ultimate effectiveness. If the programme is found at this stage to be unfeasible or impracticable without major revisions, then the project should be abandoned and a new approach devised.

The purpose of evaluation in this stage is:

- to assess the feasibility, practicability and acceptability of the proposed programme through piloting on a small scale;
- to identify what impacts and outcomes are realistic for the programme to achieve over a defined period of time;
- to develop an understanding of how the programme will operate over its funding period in order to achieve these outcomes;
- to develop and test any educational materials with the representatives of the target population;
- to review and adjust the programme’s initial design (aims, objectives,
activities, resources, timetable, outcomes) following the pilot stage in order to maximize its potential effectiveness.

This is the stage of programme development when Health Impact Assessment (HIA) might be appropriate. HIA is a form of prospective outcome evaluation advocated in the recent White Papers on Health (Department of Health, 1999; Scottish Executive, 1999; Welsh Office, 1998), concerned with estimating the potential population health effects (positive and negative) of non-health care initiatives so as to inform their planning and design, maximizing the health benefits and mitigating health risks.

**Implementation Stage (Early Start-Up): Monitoring and Review**

For evaluation purposes, it is helpful to distinguish between different phases of implementation: early start-up, establishment and a fully operational phase. Overall, the implementation stage is characterized by the operation of the full programme across all sites in its revised post-pilot form. The main tasks here are project management, quality assurance and evaluation.

At the start of a project, the project manager is concerned with defining appropriate milestones for the project, review cycles and agreeing with key stakeholders appropriate performance indicators and quality standards for the project. Monitoring and review systems should be set up to continue throughout the duration of the project's life for both evaluation and quality assurance purposes. These systems include:

- monitoring systems for routinely recording data about inputs, outputs, project activities and any agreed quality standards;
- evaluation work should begin by looking at management issues around the delivery of the project and quality assurance. If the impacts and outcomes of the project are to be assessed over time, it may be appropriate to collect baseline information at this early stage.

**Implementation Stage (Establishment): Impact Evaluation**

This phase of implementation is when the project has become stable, project staff have gained experience and confidence and early problems have been addressed. At this stage, ‘impact evaluation’ is appropriate and the evaluation focus turns to examining the implementation process: the extent to which the project is working as planned; how far the project has reached the target population; and the immediate effects of the project (i.e. its impacts or results) on the target population and others. If monitoring data on costs is available, simple economic evaluation measures such as cost effectiveness and/or cost:benefit ratio might also be produced.

**Implementation Stage (Fully Operational): Outcome Evaluation**

Once the project is well established, the evaluation can focus on effectiveness - whether the end results, or intermediate outcomes, are being achieved and thus the extent to which the project has been effective in contributing to longer-term health and social policy goals. Outcome evaluation should be conducted when an
impact evaluation has already demonstrated a programme’s short-term effectiveness, ideally in several settings/populations, but long-term effectiveness is still unknown.

To allow long-term follow-up over time, this type of evaluation requires dedicated and substantial research resources and those with specialist evaluation expertise who can advise on appropriate research designs and methods, implement these and conduct the appropriate analysis. One of the biggest problems with this form of evaluation is providing evidence of a causal link between the project being evaluated and the outcome measures. Experimental and quasi-experimental research designs go some way towards addressing this problem, although these designs are regarded by many as a research design that is neither feasible nor desirable for community-based interventions.

If the outcome evaluation indicates that an intervention has no significant effect overall, the process evaluation should indicate whether it was due to programme implementation or the evaluation. If due to programme implementation, failure may be because the assumptions underlying the programme were problematic or the programme was not fully or evenly implemented. If the outcome evaluation indicates that the intervention was effective, then the dissemination phase should also address the transferability of the intervention to other populations and settings.

**Dissemination Stage: Transfer Evaluation**

The dissemination stage begins when there is information available for dissemination beyond the immediate audience of project staff, funders and stakeholders, about the ‘results’ of, or learning from, the impact and outcome evaluation research. Typically, this is when the initial project funding period comes to an end.

Programmes that have proven to be effective will only have significant impact if they are disseminated and taken up more widely. This is the purpose of ‘demonstration projects’. The focus of evaluation at this stage is on the transferability of the programme and the replicability and sustainability of its outcomes when transferred to a wider range of settings and/or populations. The main difficulty with programme transfer is being able to identify (a) which elements of the programme were effective and need to be transferred; and (b) what the necessary pre-conditions are for the programme to be effective. These problems are minimized if evaluations carried out in the earlier stages of a programme’s development have created an understanding of the mechanisms that are most effective and of the necessary pre-conditions. Potvin (1996) disputes the proposition that the purpose of evaluating programmes in their dissemination phase is to show that the conditions necessary to produce the expected outcomes are implemented. She argues that the evaluation agenda should be broad and open in all phases of project development and that outcome assessment is needed throughout the entire cycle of any project’s life.

The issues of replication and sustainability are crucial for demonstration projects, since these can only usefully inform policy and practice if the desired outcomes are generalizable to other settings and populations. The sustainability of outcomes will depend on the capacity of the system to prolong health promotion
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programmes and thus to multiply health effects as well as to develop new programmes (Hawe et al., 1997).

Implications

The HEBS evaluation framework serves to demonstrate that there are many stages and forms of evaluation which contribute to the development of effective interventions. While outcome evaluations and effectiveness reviews tend to be the prized evaluation products for those concerned with policy and strategic planning, these forms of evaluation are just ‘the tip of the iceberg’ of what is required to build a sound evidence base, bringing together the full range of evaluation needs from the perspectives of all the different stakeholder groups.

The evaluation framework also points to the value of the evaluation products generated in practice settings, which are concerned with the development of quality forms of action that are relevant and acceptable to local populations. The framework helps to make more visible the different types of evaluation research that are necessary and appropriate to develop within the practice setting, and indicates in what areas of evaluation it might be appropriate for practitioners to take the lead and develop skills. In this sense the evaluation framework contributes to improving the fit between research and practice, an endeavour which lies at the heart of ‘best practice’ in health promotion (Nutbeam, 1996).

The evaluation framework is premised upon a systematic approach to programme evaluation, understanding not only the outcomes and effectiveness of health promotion programmes, but also how and why certain outcome patterns emerge. It is necessary for evaluation to contribute to developing an understanding of what Carol Weiss (1995) terms a programme’s ‘theory of change’ and what Pawson and Tilley (1997) refer to as the context and mechanisms of an intervention. This articulation and testing of programme ‘theory’ are essential if successful interventions are to be transferred to other settings.

In attempting to sketch out the big picture (i.e. all the evaluation pieces needed to build up a sound knowledge base for health promotion), the evaluation framework helps to clarify the division of evaluation labour, distinguishing between the different forms of evaluation required at different stages in the programme development process. A n important distinction is between:

- project level self-evaluations led by the project themselves and resourced by project funding; this would include developmental evaluation, monitoring and review for quality assurance purposes and impact evaluations; and
- the rather more complex evaluations that academic researchers or specialist evaluation consultants are commissioned or funded to undertake with national funding; this would include outcome evaluations, transfer evaluations and systematic reviews of outcome evaluations.

This distinction is important for two reasons. First, it helps to create a more realistic expectation among funding bodies of what monitoring and evaluation are appropriate to conduct at project level. Second, for professional development purposes, it serves to highlight what evaluation capabilities are needed nationally and locally to fulfil these evaluation requirements.
Conclusions

In this article we have attempted to draw together an analysis of the different stakeholder perspectives on the needs and value of evaluation in a way that highlights the importance of assessing effectiveness, while also assuring quality and making explicit the mechanisms of change implicit in a programme's theory. Each of these foci for evaluation are appropriate at different stages in a programme's development. This forms the rationale underlying the HEBS evaluation framework for interventions seeking to improve population health, an endeavour which inevitably involves a whole systems approach and inter-agency partnership working. The framework is based on the assumption that it is desirable and possible to adopt a systematic approach to the planning, design, implementation and dissemination of programmes. Indeed, this is also the cornerstone of what is termed 'evidence based health promotion' (Wiggers and Sanson-Fisher, 1998). To achieve this requires a more 'joined-up' approach to programme development and evaluation across the domains of policy making, planning, practice and research. For example, this framework suggests that investments in long-term and intermediate outcome evaluations should not be undertaken unless there is evidence that the intervention is based on a tested theory of change and has proven short-term effectiveness. At present there is no research-practice linking mechanism through which successful programmes that have been tried and tested in a community setting can be nominated for further outcome evaluation research.

A more orchestrated approach to evaluation across sectors and funding agencies might also help to address two further problems: first, how to maximize the learning potential from the UK's wealth of monitoring and evaluation data coming back from the many new inter-sectoral policy initiatives, such as Health Action Zones, Social Inclusion Partnerships, Healthy Living Centres, New Deal; and second, how best to build national and local level capacity for the sort of performance measurement, monitoring and evaluation work demanded within these programmes.
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